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Abstract—In this paper possibility of machine learning meth-
ods applications for epileptic activity detection in records of
electroencephalography is studied for further application in
medical decision-support system.
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I. INTRODUCTION

Epilepsy is one of the most common neurological disease:
about 1% of the world’s population suffers from this disease.
The epilepsy causes seizures that happens due to excessive
hypersynchronous neuron activity of the brain and they are
accompanied by uncontrollable convulsions with loss of con-
sciousness [1].

One of the approaches to diagnose the epilepsy is based
on consideration of the electroencephalography record of the
subject [2]. To do this, you need to make a long record of
the patient’s EEG (sometimes record can exceed 24 hours),
after that, the specialist manually reviews the obtained data
and looks for epileptiform activity in it [3]. It is obvious that
the human needs to spend a lot of time and effort to review
24 hours long records, and sometimes more, to find seizure
lasting 1-2 minutes. At the same time, the human factor cannot
be canceled, due to a seizure can be overlooked an incorrect
diagnosis can be made. Moreover, epileptic discharges are
formed randomly and are difficult to predict [4], [5], making
it difficult to automatically mark up records of brain electrical
activity [6].

To help medicine employee machine learning methods can
be applicated, they would be trained to detect and indicate
epileptiform activity on EEG record of the patient, and these
marks would be checked by specialist. Such an approach
should at least reduce the burden on specialists involved in
the diagnosis of epilepsy.

II. MATERIALS AND METHODS

A. Machine learning methods

In epilepsy diagnostic it all comes down to the problem of
binary classification [7]. There are normal data (class 0) and
seizure data (class 1). However, there is perceptible problem

of the imbalance in classes [8]. During 24 hours the patient
may experience 1–3 seizures with long about 1.5 minutes.
This means that the share of class 1 data is 0.32% at best.
For this reason, classical models can show poor results, as
they are designed to be trained on data with an almost equal
distribution of sample objects between classes.

Machine learning methods are divided in three main
groups: supervised learning, unsupervised learning and semi-
supervised learning [9]. Supervised and unsupervised learning
methods are suitable for solving the problem under consider-
ation. Supervised learning requires ready-made data markup,
thanks to which the model establishes a relationship between
the features of a sample and its class [10]. Although such
models have high accuracy, but they can be overfitted, thereby
they demonstrate poor results when get new data. EEG is
highly variable, so risk of overfitting is very high. The model
that is trained by EEG data of one person and shows perfect
results can fail to detect epilepsy in EEG of another patient
[11]. Such approach is based on representation of epileptic
seizures as the extreme events [12], [13]. Therefore, the
optimal choice to address the problem is unsupervised machine
learning methods [14]. When using these methods, it is not
necessary to mark up the data in advance, since the data is
clustered according to its features and each cluster is assigned
a class. And, since the epileptic data is much smaller than
normal, this problem may be related to the problem of anomaly
detection [15].

B. Data preprocessing

Database for models training was provided by the National
Medical and Surgical Center named after N. I. Pirogov of the
Russian Healthcare Ministry. All patients gave their consent
to participate in the experiment. The recording was made
during the daily activities of patients with purpose to establish
epileptic symptoms and ways of further treatment. The record-
ing duration varied from 8 to 84 hours according to patient
conditions and number of detected seizures needed to confirm
the diagnosis. None of the seizures were deliberately induced,
they all occurred spontaneously. The data was pre-labeled by



a specialist. Database contains EEG data of 80 patients with
diagnosed focal epilepsy at all.

Data recording was carried out from 25 channels arranged
according to the “10-20” technique. Only waves with a fre-
quency of 1-30 Hz were considered, since they are recognized
as more demonstrative for the epilepsy detection on the
EEG. The epilepsy seizures are well displayed in the form
of emissions on the energy of continuous wavelet transform
(CWT) [16], [17]. In this work CWT was employed with
averaged frequency range of 1–30 Hz and 60-second time
intervals [11].

III. RESULTS

The code was written in the Python programming language
using the Scikit-learn library. One-class support vector ma-
chine was chosen as the first machine learning method [18],
since it has already showed itself well in biological data
analysis [19].

The support vector machine (SVM) takes the data to a
higher dimensional space and then finds a hyperplane that
separates the vectors into two classes. One-class SVM learns
to separate outliers from normal data. It is worth noting that
an individual model was trained for each patient, since the
EEG is very variable.

The main task was to select such model parameters in order
to obtain the best result. The effectiveness of the model was
estimated according to two criteria: recall (TPR) and precision
(PPV):

TPR =
TP

TP + FN
∗ 100, (1)

PPV =
TP

TP + FP
∗ 100, (2)

where TP – amount of the correctly detected seizures; FP –
amount of the falsely detected seizures; FN – amount of the
missed seizures.

The parameters were iterated manually with subsequent
visualization of the results (further mean values of the group
of models are presented). First, the optimal kernel parameter
was being selecting, which was used in the algorithm. There
are 4 standard kernel types at all: “linear”, “rbf”, “sigmoid”
and “poly”. Kernel “linear” does not work well with large
amounts of data, so it was excluded from the selection. The
“rbf” kernel showed the best result of three remaining kernels
(Table I).

TABLE I
MEAN VALUES OF MODELS RESULTS WHEN CHANGING THE KERNEL.

kernel TPR, % PPV, %
”rbf” 88.25 2.10
”poly” 26.75 2.13
”sigmoid” 100.00 0.89

The remaining parameters: nu, gamma, tol, degree, coef0.
The last two parameters only work with “sigmoid” and “poly”
kernels, so they were not considered. Parameter nu is a value of

bound that indicates the share of outliers in the data. Gamma –
coefficient of the kernel, that determines the degree of fit by the
hyperplane of the vectors. Tol – stopping criterion: algorithm
stops learning when new value of loss exceeds last loss value
minus tol.

The heatmaps (Fig. 1) clearly shows that the model with
parameters gamma – “scale” has the best effectiveness. Also,
they demonstrate that optimal range of tol values is from
0.0001 to 0.00001.

Fig. 1. Dependence of PPV and TPR values on parameters gamma, nu and
tol (averaged values of all models).

After that, the models were trained with the following
parameters: kernel – “rbf”, gamma – “scale”, nu – [10−i,
i ∈ [−1,−5]], tol – [0.0001, 0.00001]. After training, raw
scores of the samples were extracted, the value corresponding
to the percentile from 0.00001 to 50 was chosen and the data
was reclassified: if the sample score of was higher than the
calculated value, then the sample was designated as an outlier.
This parameter was named threshold. The optimal value of
threshold turned out to be the range from 1 to 0.5 (Fig. 2).

IV. CONCLUSION

The best result (TPR: 51.58%, PPV: 17.13%) was showed
by model with parameters as follows: kernel – “rbf”, gamma
– “scale”, nu – 0.1, tol – 0.0001.

Although the considered one-class SVM models cannot
fully automate the process of diagnosing epilepsy, they can
be used to narrow the search area for epileptic seizures on the
subject’s EEG, which will facilitate the work of specialists.

In future work, it is planned to consider other unsupervised
machine learning methods for anomaly detection, such as:
k-Nearest Neighbors, IsolatedForest, etc.
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Fig. 2. Dependence of PPV and TPR values on parameters nu, tol and threshold (averaged values of all models).


